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i. 

Exercise

  Using the properties of the determinants , prove that 
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 = ( a + b - c)(b + c - a)(c + a - b) 
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 = ( a + b +c)3 
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 = ( a3 -1 )2  
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 = (5x  + 4)( 4 - x)2 

      A square matrix  A is said to be singular if det [ ] = 0 , otherwise it is said to be non 

singular.

 
Adjoint and Inverse of a Matrix 

The adjoint of a square matrix is the transpose of the matrix obtained  by replacing each 

element of A by its cofactor in |A| 

 

Theorem : Let A be a square matrix of order n  then A( adjA) = | |In = ( adjA) A 



Ex: Let A be a square matrix of order 3   3  

A = [
   
    
    

] , Find it’s adjoint. 

Let Aijbe the cofactors of aij in A .  Then , the cofactors of elements of A are given by 

A11 = |
   
  

| = 9 

A12 =- |
   
   

| = -3 

A13 = |
  
   

| = 5 

A21 =-  |
  
  

| = -1 

A22 = |
  
   

| = 4 

A23 = - |
  
   

| = -3 

A31 = |
  
   

| = -4 

A32 = - |
  
   

| = 5 

A33 = |
  
  

| = -1  

Adj A = [
    
     
     

]

 

    = [
     
    
    

] 

 

 

Exercise: 

Q. Find the adjoint of the matrices. 

1.       *
  
  

+ 

 2.       *
         
        

+ 

3.     [
    
   
   

] 

4.   [
     
    
     

] 



5.*
  
  

+ 

Q. If A = [
   
   
   

], find the value iof A ( Adj A) without finding Adj A. 

Hint : A (AdjA) = |A |I 

Q. If A = *
  
  

+ and B =*
  
  

+, prove that adjAB = (adjA)(adjB) 

Q. Prove that |     | = |    ||    | 

Q.For the matrix A = [
    
   
     

], show that A ( adjA) = 0 

 

Inverse of a matrix. 

A square matrix of order n is invertible if there exists a square matrix B of the same order such that 

AB = In = BA. In such case, we say that inverse of A is B and is written as A-1 = B.

 

                     

Theorem 1:  Every invertible matrix possesses a unique inverse. 

PROOF Let A be an invertible matrix of order n x n. Let B and C be two inverses of A. Then, 

AB = BA = In                                                     ------------(i) 

and AC = CA = In                                         ------------(ii)                                        

Now, AB = In 

⇒ C(AB) = C  In                                                           [Pre-multiplying both sides by C) 

 ⇒(CA) B = C In                                                                                               [By associativity of multiplication] 

 ⇒ CA = In                                                                                               from (ii)] 

 ⇒In B =    In 

⇒   B = C Hence, an invertible matrix possesses a unique inverse. 

 

 

Theorem 2 :  A square matrix is invertible iff it is non-singular. 

 

PROOF:  Let A be an invertible matrix. Then, there exists a matrix B such that 

AB = In = BA 

 | AB|=   |   In | 

|A|| B| = 1  

|A|   0  

 ⇒A is a non-singular matrix. 

Conversely, let A be a non-singular square matrix of order n. Then, 

 

A (adj A) = | A| In, = (adj A) A 

A (
    

| |
) = In = (

    

| |
)A                      since it is a non singular matrix ,therefore |A|   0 

  



⇒A
-1

 = (
    

| |
) 

This is the formula to find the inverse of a non –singular square matrix A. 

Thus A -1 = 
 

| |
 adjA 

Theorem: Let A,B,C be square matrices of the same order n. If A is a non-singular matrix , then 

i. AB = AC  ⇒ B = C 

ii. BA = CA ⇒ B = C 

 

Theorem : If A and B are invertible matrices of the same order , then (AB)-1 = B-1A-1 

 

Ex. A = [
   
    
    

]   

Adj A = [
    
     
     

]

 

    = [
     
    
    

] 

|A| = 1 |
   
  

| -1|
   
   

|  +1 |
  
   

| 

    = 1(3 + 6) -1( 6 – 3) +1( 4 + 1) 

= 9 – 3 + 5 = 11 

Since | A|   0 therefore the inverse of the matrix exists. 

A-1 = 
 

  
  [
     
    
    

] 

Exercise: 

Q. Find the inverse of each of the following matices: 

1. *
  
  

+ 

2. [
  

 
    

 

] 

3. [
    
     
    

] 



4.[
   
         
          

] 

Q.  Find the inverse of  the given matrice [
   
   
   

] 

 and verify that A-1 A = I3 .  

 

Q. If A = *
  
  

+ and B = *
  
  

+ verify that ( AB)-1 = B-1A-1 

Q. Given that A = *
   
   

+, compute A-1 and hence show that 2A-1 = 9I – A 

Q. If A-1 =
 

  
 [
      
    
   

] and B = [
    
    
    

] , find (BA)-1 

Q. If A = *
   
  

+, verify that ( adj A)-1 = adj(A-1) 

Q. If A = *
  
  

+ , find x and y such that A2 – xA + y   = 0

 

 

Application of the matrices to the solution of linear equation ( Martin’s Rule) 

Consider two linear equations  

a1x + b1y = c1 

a2x +b2y = c2 

these can be written in the matrix form as 

[
    
    

] *
 
 + = *

  
  
+ 

Or AX = B 

Or, X = A
-1

 B 

(i) If |A|   0 the system is consistent and has a unique solution .To obtain the 

solution compute A
-1

 by using A
-1

 = (
    

| |
) and use the formula X = A

-1
B 

(ii) If A = 0, the system of equations has either no solution or an infinite number of 

solutions. 

(iii)   Find (adj A)B. 

(a) if (adj A) B ≠ 0, the system has no solution and is, therefore, inconsistent. 

(b) If (adj A) B= 0, the system is consistent and has infinitely many solutions. In 

this case we say that the equations are dependent equations. 

 



(iv) Same method is applicable for 3 × 3 square matrix. 

 

Ex:Solve the following system of equations, using matrix method or Martin’s 

Rule. 

x + 2y+ z = 7 

x + 3z = 11 

2x -3y = 1 

Or, [
   
   
    

] [
 
 
 
]  = [

 
  
 
] 

Or,  AX = B where A = , [
   
   
    

], X = [
 
 
 
] and B = [

 
  
 
] 

| | = 

032

301

121



 = 1( 0 + 9) -2 ( 0 - 6) +1( -3 -0) = 9 + 12 – 3= 18  0 

| |   0 

So the given system of equations has a unique solution given by X = A
-1

 B  

A11= (-1)
1+1 |

  
   

| = 9 

A12 = (-1)
1+2 |

  
  

|= -6 

A13 =  (-1)
1+3 |

  
   

| = -3 

A21= (-1)
2+1 |

  
   

|= -3 

A22= (-1)
2+2 |

  
  

|= -2 

A23= (-1)
2+3 |

  
   

|= 7 

A31 = (-1)
3+1 |

  
  

|= 6 

A32 = (-1)
3+2 |

  
  

| = -2 

A33= (-1)
3+3 |

  
  

| = -2 

adjA =  [
    
     
     

]

 

 =  [
    
     
     

] 

A
-1

 = 
 

  
 [
    
     
     

] 

X = A
-1

 B 



[
 
 
 
]=   

 

  
 [
    
     
     

] [
 
  
 
] 

 

[
 
 
 
]=  

 

  
 [
      
       
       

] 

[
 
 
 
]= 

 

  
 [
  
  
  
] 

= [
 
 
 
] 

⇒ x = 2, y =1 and z =3 is the required solution. 

Ex :  Show that the following system of equations is consistent. 

2x – y + 3z= 5 

3x + 2y –z = 7 

4x + 5y -5z = 9 

 

Or, [
    
    
    

] [
 
 
 
]  = [

 
 
 

] 

Or,  AX = B where A = , [
    
    
    

], X = [
 
 
 
] and B = [

 
 
 

] 

| | = 

554

123

312







 

= 2( -10 + 5) +1 ( -15 + 4) +3(15 - 8) = 0 

Since | | = 0 hence the given matrix is singular, thus the given set of equations is 

inconsistent or consistent with infinite many solutions according as ( adjA)B = 0 or ( adjA)B 

 0. Taking out the cofactors of each element the adjoint of A is  

adjA =  [
     
        
     

]

 

= [
      
       
     

] 

(adjA)B=  [
      
       
     

] [
 
 
 

] = [
        
         
       

]= [
 
 
 
] =0  

Thus AX = B has infinitely many solutions .To find these solutions , we put z= k  in 

the first two equations and write them as follows: 

2x – y = 5 - 3k  and 3x + 2y = 7 + k 



Or,  

*
   
  

+ *
 
 +  =  *

    
   

+ 

Or,  AX = B where A = , *
          
                

+, X = *
 
 + and B = *

    
   

+ 

 

| | = |
   
  

| = 4 + 3 = 7    0 and adjA = *
  
   

+ 

Therefore, A-1 =  
 

 
 *
  
   

+ 

Now X = A-1B  

*
 
 + = 

 

 
 *
  
   

+ *
    
   

+ 

=  
 

 
 *

         
            

+ 

=  [

       

 
     

 

] 

x = 
     

 
   ,    y = 

     

 
 these values of x, and z = k also satisfy the third equation. Hence,  

x = 
     

 
   ,    y = 

     

 
 and z = k , where k is any real number satisfy the given system of 

equations . 

 

How to find the solution for homogeneous system of linear equations  

The equation for this system is given as AX = 0  

If | |   0 , the matrix is non singular and hence the homogeneous equation will have 

trivial solutions i.e. x = y = z = 0 . 

 

If | | = 0 ,then ( adjA)B = 0 = ( adjA) 0 = 0 so the given system of equations is always 

satisfied and it has infinite many solutions which can be obtained by  giving any real 

value to one of the variables and then solving the remaining equations by matrix 

method ( as solved in the above example). 

Exercise 

Q. Solve the following system of equations by matrix method: 

1. 2x -3y = 1  , 3x -2y = 4 



2. x + y =5 , z + y = 7 , z + x = 6 

3. 
 

 
  +  

 

 
 + 
  

 
  = 4 

 

 

 
 

 
  - 
 

 
 + 
 

 
  = 1 

 
 

 
  +  

 

 
 -  
  

 
  =   

      4.   If A = , [
    
    
   

], Find A
-1

 . Solve the following system of linear equations: 

               8x – 4y + z =5,  10x + 6z = 4, 8x + y + 6z = 
 

 
 

 

   5.   Find k so that the system of equation may have unique solutions. 

3x -2y + 2z = 1 , 2x + y + 3z = -1 , x – 3y + kz = 0  

  6.        3x + y -2z = 0 ,  x + y +z = 0, x -2y + z = 0 

  7.       x + y – z = 0   

            x – 2y  + z = 0 

         3x + 6y – 5z = 0 

      

------------------------------------------------------------------------------------------------------------- 

 

 

 

 


